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Abstract—Dynamic Chest Image Analysis aims to develop model-based
computer analysis and visualization methods for showing focal and general
abnormalities of lung ventilation and perfusion based on a sequence of dig-
ital chest fluoroscopy frames collected with the Dynamic Pulmonary Imag-
ing technique [18,5,17,6]. We have proposed and evaluated a multiresolu-
tional method with an explicit ventilation model based on pyramid images
for ventilation analysis. We have further extended the method for venti-
lation analysis to pulmonary perfusion. This paper focuses on the clinical
evaluation of our method for perfusion analysis. Three clinical cases are in-
cluded to illustrate the effects of contrast media in perfusion analysis and a
dozen of clinical cases without using contrast media are used for evaluation.
Our clinical evaluation shows that our method is effective for pulmonary
embolism, demonstrating consistent correlations with computed tomogra-
phy (CT) and nuclear medicine (NM) studies. This performance is the con-
sequence of the idea that the cardiac information recorded in the perfusion
image sequence may be utilized to accelerate pulmonary perfusion analysis
and improve its sensitivity in detecting pulmonary embolism.

Keywords—Chest images, dynamic chest image analysis, pulmonary per-
fusion, perfusion model, pyramid images.

I. Introduction

Lungs take air in order to absorb oxygen from air into blood,
thus both air and blood flow into the lung are prerequisites to
exchange of oxygen from air into blood in the lung. Inadequate
function of the lung may be due to failure in ventilation or per-
fusion among other factors. In order to detect abnormalities in
lung ventilation and perfusion, a number of functional and mor-
phological studies are conventionally used, such as, ventilation
isotope scan and perfusion isotope scan. However, they can only
provide a static, coarsegeographic 2D distribution and also have
the disadvantage of using radioactive isotopes.

Chest X-ray is the primary imaging method for the diag-
nosis of pulmonary disorders. Automated analysis of chest
X-ray images was one of the first areas to receive atten-
tion (e.g., [15,2,3,1,4]). However, previous work is mostly re-
stricted to a single chest image and limited to using spatial infor-
mation for diagnosis. The information about pulmonary func-
tion (ventilation and perfusion) that may be gleaned from a sin-
gle chest X-ray is rather limited, but it is evident that for effec-
tive diagnosis, the function of lungs must be carefully examined.

In recent years, functional imaging has become increasingly
prominent as an important new frontier in medical imaging sci-
ences. Turku University Central Hospital has taken the initia-
tive with Dynamic Pulmonary Imaging [18,5,17,6]. A novel
image acquisition system has been developed, which can grab
a sequence of digital chest fluoroscopy frames at the sampling
frequency of 25 Hz in a short period of time (typically, 4.4 sec-
onds). X-rays are attenuated much less in air than in blood and
soft tissue; consequently, the average pixel intensity of an area in
the lung field varies over time. This variation (called an observa-
tion) reflects the air and blood change in the corresponding 2D

projectional area of the lung when the patient breathes naturally,
that is, what can be observed is a mixture of the information
on both ventilation and perfusion disturbed by noise. This tech-
nique opens a new opportunity for pulmonary ventilation and
perfusion examination without the use of radioactive isotopes.

Dynamic Chest Image Analysis aims to develop model-based
computer analysis and visualization methods for showing fo-
cal and general abnormalities of lung ventilation and perfusion
based on a sequence of digital chest fluoroscopy frames col-
lected with the Dynamic Pulmonary Imaging technique with-
out using radioactive isotopes. We have proposed and evaluated
a multiresolutional method with an explicit ventilation model
based on pyramid images for ventilation analysis [10,13]. We
have further extended the method for ventilation analysis to pul-
monary perfusion [9], where the model parameters are assigned
with new medical meanings to form a perfusion model and the
pyramid structure is truncated to avoid perfusion artifacts.

In this paper, following the definition of perfusion signals in
Section 11, we shall review our model-based perfusion analysis
with truncated pyramid images in Section I11. In order to accel-
erate pulmonary perfusion analysis and improve its sensitivity
in detecting pulmonary embolism, in Section 1V, we present a
simple yet accurate approach to extract cardiac systolic and di-
astolic phases from the heart, so that this cardiac information
may be utilized to constrain the optimization processes. Three
cases are included to illustrate the effects of contrast media in
Section V, and a dozen of clinical cases without using contrast
media are used for evaluation in Section VI, demonstrating the
effectiveness of our technique. We conclude in Section VII.

Il. Perfusion signals

In [10], for a sequence of chest images I(z,y,t) with 0 <
I < 255,1 < z < width (192 for ventilation and 384 for
perfusion), 1 < y < height (144 for ventilation and 288 for
perfusion), and ¢ is a discrete time point in [0, examtime] (4.32
seconds for ventilation and 2.04 seconds for perfusion), we have
defined a lung functional signal (i.e., an observation) as the av-

erage pixel intensity of a region of interest (ROI) over time:

Zz,yGROI I(xa Y, t)
|ROI|

o(t) = 1)

where |ROI| is the number of the pixels in the region of inter-
est. When the patient breathes naturally, an observation includes
both ventilation and perfusion components plus noise. Here, we
are only interested in the perfusion component. Therefore, the
patient is asked to hold the breath to effectively remove the ven-
tilation component. For convenience, an observation in case of
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Fig. 1. A case with the breath held and an intravenous bolus of X-ray contrast
media. (a) An ROI (region of interest) in the right lung field and (b) its cor-
responding observation — an enhanced lung perfusion signal, which, due to the
X-ray physical property, reflects the blood flow in the corresponding lung area
with contrast media.
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Fig. 2. A case with the breath held but no X-ray contrast media. (a) An ROI
(region of interest) in the right lung and (b) its corresponding observation —
a perfusion signal reflecting the blood flow in the lung area due to the X-ray
physical property. It is plotted in the same scale as in Fig. 1 for comparison.
the breath held is called a perfusion signal. The perfusion sig-
nal strength can be enhanced with an intravenous bolus of X-
ray contrast media as shown in Fig. 1. For comparison, Fig. 2
shows a perfusion signal without using contrast media in the
same scale.

Pulmonary perfusion analysis is to extract useful perfusion
parameters from perfusion signals for showing pulmonary per-
fusion abnormalities. It is similar to ventilation analysis; conse-
quently, the method we have developed for ventilation analysis
would be useful to perfusion analysis. However, perfusion has
different properties which should be taken into consideration.

I11. Model-based perfusion analysiswith truncated
pyramid images

A. A perfusion model

For the extraction of perfusion information from a perfusion
signal, similarly to ventilation analysis, due to the small num-
ber of samples and even poorer signal-to-noise ratio, general
signal processing techniques do not work well in the sense of
result accuracy. Therefore, the model-based approach becomes
more prominent. The perfusion model consists of two sinusoidal
functions connected to each other in order to model the non-
symmetry of systolic and diastolic phases as depicted in Fig. 3.
The model can be expressed as a mathematical function:

M('A’ D’ U’ S’ L’ t)

_ {Acos(wt’/D)—i—L

ifo<t¢ <D )
Acos(n(t' — D)/U +7)+ L (2)
where

ifD<t < (D+U)

t' = (t—8) mod (D +U), €))

and ¢ indicates ¢t7me. Please note that ¢' is always in the interval
[0, D + U). Mathematically, this perfusion model is the same
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Fig. 3. A perfusion model with five free primitive parameters: amplitude A
(perfusion strength in the lung area), downtime D (time for the systolic phase in
the lung area), uptime U (time for the diastolic phase in the lung area), timeshift
S (time from the first image to the completion of the first diastolic phase) and
level L (the mean intensity but with no well-defined medical meaning). This
function models the blood change of pulmonary perfusion; it increases during
the diastolic phase and decreases during the systolic phase. The systolic phase
is generally shorter than the diastolic phase. The free parameters downtime D
and uptime U may be further constrained with the cardiac systolic and diastolic
phases extracted from the heart to make the optimization process fast and robust
(see Section V).

as the ventilation model given in [10,13] for ventilation analy-
sis. However, the five characteristic parameters have different
medical meanings:

« Amplitude A: Perfusion strength.

« Uptime U: Time corresponding to the diastolic phase in the
lung area.

« Downtime D: Time corresponding to the systolic phase in
the lung area.

« Timeshift S Time from the first image to the completion of
the first diastolic phase.

o Level L: Intensity mean — a mathematically necessary pa-
rameter without well-defined medical meaning (i.e, its
value depending on many factors).

Once a perfusion model is available, the perfusion param-
eters can be extracted via the nonlinear least squares opti-
mization procedure. The standard algorithm for the non-
linear least squares optimization is the Levenberg-Marquardt
method [7,14,16]. This model is sophisticated enough in cov-
erage of both systolic and diastolic phases but remains simple
enough for efficient model realization.

B. Perfusion properties

When blood flows in the lungs, the phase (i.e., timeshifts) of a
pulse signal depends on its location. For observations with dif-
ferent timeshifts, the average/median operator will reduce the
amplitude and generate some artifacts. In other words, the am-
plitude of an observation corresponding to a larger lung area is
smaller than that of an observation corresponding to its subpart
and it is also more difficult to model the behavior of an observa-
tion corresponding to a larger lung area.

For simplicity, let’s assume that two adjacent subareas have
two pulse signals which are perfect sinusoidal functions with
the same amplitude and frequency but different initial phases:

p1 = Asin(2n ft + 61) 4)
p2 = Asin(27w ft + 65) (5)
where A is the perfusion amplitude, f is the pulse frequency,

and 6, and 6, are the initial phases of the two pulse signals, re-
spectively. According to the basic properties of trigonometrical



sum, the average pulse for the total area is

p = (p1+p2)/2 (6)
Asin[27 ft + (61 + 62)/2] cos[(6; — 62)/2] (7
= {Acos[(f; — 02)/2]}sin{27 ft + [(61 + 62)/2]}(8)

This naturally implies that as long as (6; — 65)/2 # 2x - N,
where N = ---,—1,0,1, - - -, the amplitude of the pulse signal p
(a new observation) will be smaller than that of the two original
pulse signals p; and p,, and its phase (the average of 8, and 6-)
also differs from those of p; and p,.

If the pulse signals were perfect sinusoidal functions with the
same frequency, we would have another perfect sinusoidal func-
tion with the same frequency by the average operator as shown
above, although it may have a smaller amplitude and a different
initial phase. We may reasonably assume that all pulse signals of
a patient during the short examination have the same frequency,
but the reality is that the pulse signals are not perfect sinusoidal
functions (i.e., the systolic and diastolic phases are not symmet-
rical). Therefore, the average operator not only reduces the am-
plitude but also generates some artifacts, since we can not guar-
antee that a set of the parameters (C’, A’, D', U’, S’, L") satisfy
the following equation:

M(AaDaUaShLat)+M(A7D7U5527L7t) (9)
= O'M(A,D.U',S'L',t)

provided that D # U and the difference of S; and S> is not a
cycle length (i.e., U + D). In other words, this makes it diffi-
cult to model the behavior of an observation corresponding to
a larger lung area. We have demonstrated this idea in [8] with
artificial signals: The average/median operator reduces the re-
sultant signal’s amplitude and also generates some artifacts (i.e.,
the model cannot be exactly fitted to the resultant signals from
the average or median operator).

This means that for perfusion analysis, we need to use higher
spatial resolution images in order to avoid the amplitude reduc-
tion and the artifacts.

C. Truncated pyramids

Just like ventilation analysis [10,13], we are interested in not
only the overall perfusion function of a lung segment but also its
subsegments. This naturally leads to multiresolutional analysis
based upon pyramids. The pyramid for each image is obtained
by recursively dividing the lung field into 4 (approximately)
equal regions till the resulting region is too small to be divided,;
the intensity value of a pixel (region) in the pyramid is calculated
as the average intensity of its corresponding area. This process
results in a pyramid of observations. However, because of the
perfusion properties discussed in Section 111-B, the higher lev-
els of the pyramids should be ignored due to their poorer spatial
resolutions. This yields a truncated pyramid where the lowest
spatial resolution is still sufficiently high to avoid the amplitude
reduction and the artifacts. The truncated pyramid is processed
level by level in a top-down fashion to extract the perfusion in-
formation from each of its observations.

V. Robustly accelerating perfusion analysiswith cardiac
infor mation

We have formulated the extraction of perfusion parameters
as a nonlinear least squares optimization problem. It is well
known that the convergence speed and result accuracy depend
on the initial guess. Therefore, it is essential to have a good
guess when fitting the model to an observation. The truncated
pyramid can partially help in this end, since the optimized re-
sult of an observation in the truncated pyramid can be taken as
an initial guess for its immediate child observations. However,
the top level needs to be handled separately. Due to its small
signal-to-noise ratio, it is difficult to estimate an initial guess for
a perfusion signal. It is also the small signal-to-noise ratio that
gives more local minima for the error function in optimization,
consequently, it takes more time to converge to a solution. Nat-
urally, it would be desirable if we can reduce the number of free
perfusion model parameters, since it not only reduces the opti-
mization time but also improves its stability and result accuracy.
In the following, we shall present a simple yet accurate approach
to extract cardiac systolic and diastolic phases from the heart, so
that this cardiac information may be utilized to constrain the op-
timization process, making perfusion analysis not only fast but
also robust.

A. Extracting systolic and diastolic phases from the heart

The perfusion examination takes only 2 — 3 seconds, thus, it
would be reasonable to assume that the duration of the patient’s
systolic phase is the same anywhere in the lungs during the ex-
amination and so is the duration of the diastolic phase. Conse-
quently, the patient’s pulse frequency is the same anywhere in
the lungs during the examination. Based on this assumption, we
can extract the systolic and diastolic phases from one source:
the heart, so that the estimated results of the systolic and dias-
tolic phases can be used as fixed parameters to accelerate the
convergence of the optimization processes.

More specifically, first we employ a trick by using an ROI
on the heart border as shown in Fig. 4(a) to have an observa-
tion (also called a heart signal) (see Fig. 4(b)). The dominant
information this observation carries is the change of the heart
proportion in the ROI from one frame to another. This signal is
generally strong, so the initial guesses for those parameters can
be conveniently estimated from the signal itself. The uptime of
this signal corresponds to the systolic phase of the heart, while
its downtime corresponds to the diastolic phase of the heart. By
fitting the perfusion model to this observation, the systolic and
diastolic phases are available. Mathematically, from the heart
observation Oy, (¢), the fitting can determine a set of parameters
(A7, Dy, Uy, Sy and L}) which minimize

>

te[0,exzamtime]

[M (A, D, Uy, Sk, Ln,t) — On(1)]>.  (10)

With the United Snakes technique [12,11], we have justified that
this simple trick is actually accurate enough in extracting sys-
tolic and diastolic phases for pulmonary perfusion analysis [8].
Alternatively, we may use an ROI within the heart area to ex-
tract the systolic and diastolic phases. The problem is that such
an observation is rather noisy and weak. Moreover, it is com-
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Fig. 4. An example for extracting the systolic and diastolic phases from the
heart on the case with contrast media. (a) An ROI (region of interest) on the
heart border. (b) The corresponding observation and the parameter extraction
process. The observation indicated with “0” mainly reflects the change of the
heart proportion in the ROI from frame to frame. The initial guess is plotted as
dashed curve and the final solution is the solid curve. During the systolic phase,
the heart proportion in the ROI becomes smaller and smaller, thus, the average
intensity values of the ROI gets bigger and bigger. In other words, the uptime
of this signal corresponds to the systolic phase of the heart; while its downtime
corresponds to the diastolic phase of the heart — the uptime and downtime ex-
tracted from a heart signal have completely different medical meanings from
those of an observation in the lung (see Fig. 5). The medical meaning of the
extracted amplitude from the heart signal is undefined, since not only does it
depend on the heart pumping strength but also the amount of air in the lungs.

plicated in its medical meaning because of the overlapping lung
area.

B. Constraining the fitting process

The estimated systolic and diastolic phases (U and Dj) from
the heart signal are then used as fixed parameters in extracting
the perfusion parameters from observations in the lung fields
(see Fig. 5). However, it should be noted that the uptime and
downtime of an observation in the lung fields have completely
different meanings from those of the heart signal: the downtime
of the signal in the lung areas corresponds to the systolic phase;
while its uptime corresponds to the diastolic phase. Mathemati-
cally, from the lung signal O,(t), we determine a set of parame-
ters (A7, Dy, Uy, Sy and L}) which minimize

> [M(A,D,U, S, Liyt) - Oi(t)] (11)
te[0,exzamtime]
subject to the constraints:
D, = Uy, U, = Dj. (12)
Naturally, we always have
Dy =U;, U =Dj. (13)

Therefore, the perfusion analysis gives three parameter images
(perfusion amplitude image, timeshift image and level image).
As mentioned before, the parameter L (level) has no well-
defined medical meaning. Furthermore, we could not see any
clear perfusion waves in the lung fields from the timeshift image.
We speculate that this is due to the low spatial resolution used
in the current research. Therefore, we only use the perfusion
amplitude image which appears to be sufficient for diagnosis of
pulmonary embolism.

V. Effectsof contrast media

Three clinical cases have been used as experiments for per-
fusion analysis with contrast media. Due to historical reasons,
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Fig. 5. Using the cardiac systolic and diastolic phases to constrain the parameter
extraction from an enhanced pulmonary perfusion signal with contrast media.
(a) An ROl in the right lung field. (b) The perfusion signal (indicated with “0”)
and the parameter extraction process (the dashed curve for the initial guess and
the solid curve is the final solution). The downtime of a pulmonary perfusion
signal corresponds to its systolic phase (more blood in the lung area); while the
uptime corresponds to its diastolic phase (less blood in the lung area).

the image matrix is 192 x 144, where a pixel corresponds to an
area of roughly 3 mm x 3 mm of the lung. It is the same spatial
resolution as we have used in ventilation analysis [10,13], but
the temporal sampling frequency has been doubled (i.e., 25 Hz).

Based on the three perfusion amplitude images in Fig. 6, con-
trast media concentration in pulmonary vessels appears to have
been constant in Case 1, while in Case 2 there is inflow of con-
trast media into pulmonary arteries causing strong arterial sig-
nal and heart motion has caused broader motion artifact than in
Case 1. Case 3 represents the inflow period of contrast media
through the right subclavian vein and pulmonary arteries with
little signal change in pulmonary veins (e.g., early phase after
contrast media injection).

This experiment has demonstrated that contrast media can
significantly improve the pulmonary perfusion signal strength,
but may cause some artifacts disturbing the parameter image in-
terpretation. Furthermore, contrast media are expensive, carry a
risk of contrast media reactions, should not be used in patients
with pulmonary edema or any renal problem, and also require
timing in taking the X-ray series. Therefore, no contrast media
will be used in clinical evaluation.

V1. Clinical case studies

In clinical evaluation, we have selected 18 patients, who were
referred to this examination mainly to exclude pulmonary em-
bolism. All of them were examined with no contrast media. The
image resolution is 384 x 288 pixels and the sampling frequency
is 25 Hz. In the following, we shall classify the perfusion ab-
normal findings into three types and present three representative
cases.

A. Three types of perfusion abnormalities

We have classified perfusion abnormal findings into the fol-

lowing three types:

« No perfusion (NP): The perfusion amplitude is extremely
small or zero. This is associated with the complete occlu-
sion of pulmonary arteries by an embolism, and often seen
in the upper and middle parts of the lung. When the no-
perfusion area becomes larger, likely there will be associ-
ated overactive perfusion (OP) in the normal part(s) of the
lungs.

« Reduced perfusion (RP): The perfusion amplitude becomes
smaller than expected and can be seen as darker areas in
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Fig. 6. Perfusion amplitude images of three clinical cases with contrast media: (a) contrast media concentration in this case is uniformly distributed. (b) there is
an inflow of contrast media into pulmonary arteries causing strong arterial signal (indicated with an arrow). (c) This case represents the inflow period of contrast
media through the right subclavian vein and pulmonary arteries indicated with arrows.

(a) Perfusion amplitude

(b) CT slice 1

(c) CT slice 2

Fig. 7. Case 1: (a) Overactive perfusion (OP) is seen in the right lower lung field (indicated with a bracket), while slightly reduced perfusion (RP) is shown in the
rest of the right lung. Reduced perfusion (RP) is revealed in the central part of the left lung (indicated with an arrow). The CT images (b, c) of the same patient
show embolic masses partially filling the right pulmonary artery and also material in the left lower lobe artery (indicated with arrows). Our findings also show a
good correlation with the patient’s clinical report of the NM study performed in another hospital (the NM image is not available).

the perfusion amplitude image. This is the typical phe-
nomenon of pulmonary embolism with partial occlusion.

« Overactive perfusion (OP): The perfusion amplitude is big-
ger than expected and the area should be considered as nor-
mal. This is the phenomenon caused by the excessive blood
flow redirected into the normal area due to no-perfusion
and reduced perfusion in other parts of the lungs.

The lung field may be visually divided into three regions (up-
per, middle and lower). The statistics of perfusion abnormalities
found in the 18 patients are summarized in Table 1.

Right/Left | NP | RP | OP
Upper 2/13 | 55 | 111
Middle 2/1 | 33 | 0/9
Lower 12 | 772 | 13

Table 1. Statistics of perfusion abnormalities.

B. Three representative clinical cases

Illustrated here are three representative cases, who were also
examined with computed tomography (CT) and pulmonary per-
fusion nuclear medicine (NM). Both CT and NM are the “golden
standard” method in detection of pulmonary perfusion distur-
bances (e.g., pulmonary embolism). NM shows the distribu-
tion of pulmonary perfusion, while CT reveals the thrombotic
masses causing pulmonary embolism.

o Case 1 (see Fig. 7): Pulmonary embolism of the right mid-
dle lobe and the right upper lobe is associated with reduced
perfusion (RP) in the middle and upper fields of the right
lung. In addition, there is reduced perfusion (RP) in the left
upper lobe and perihilar region of the left lower lobe. The
reason for a very high amplitude (overactive perfusion, OP)
in the right lower lung field is due to the high concentration
of the blood in this area. These findings show a good cor-
relation with both CT and NM studies.

« Case 2 (see Fig. 8): Pulmonary embolism in the right lung

(a) Perfusion amplitude

(b) Nuclear medicine

Fig. 8. Case 2: (a) Overall reduced perfusion (RP) of the right lung. Overactive
perfusion (OP) is seen centrally in the left lung, while reduced perfusion (RP) is
shown in the left apex and a small area (indicated with an arrow) in the upper left
lung field. Pulmonary embolism in the right lung and in the superior segment
of the left lower lobe shown by CT and NM (b) studies. Generally, the NM
image shows the perfusion activity in the anterior parts of the lungs, while our
perfusion amplitude image reveals perfusion through the lungs. Therefore, the
reduced perfusion of the lower part of the right lung shown by our method (a)
may be explained by the thrombotic mass in the hilar region of the right lung as
reported by CT.

and in the superior segment of the left lower lobe shown by
CT and NM studies is correlated to reduced perfusion (RP)
of the right lung and reduced perfusion (RP) of the left apex
and a small area in the upper left lung field. Overactive
perfusion (OP) is seen centrally in the left lung.

« Case 3 (see Fig. 9): Generally reduced perfusion (RP) of
the right lung and no perfusion (NP) of the lateral recess
in the left lung. These findings are consistent with CT and
NM studies. Overactive perfusion (OP) seen centrally in
the left lung is due to the redirection of blood flow.

The clinical case studies show that our model-based method
for pulmonary perfusion analysis is effective for pulmonary em-
bolism even without using contrast media, demonstrating con-
sistent correlations with CT and NM studies. This gives our
present technique some advantages. It takes only about 2 sec-
onds and involves no radioactive isotopes, no contrast media and
only low radiation dose [6,5,17]. The NM study takes much



(a) Perfusion amplitude (b) Nuclear medicine

Fig. 9. Case 3: (a) Generally reduced perfusion (RP) of the right lung. No
perfusion (NP) of the lateral recess in the left lung (indicated with an arrow).
Overactive perfusion (OP) seen centrally in the left lung. These findings are
consistent with CT and NM (b) studies.
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Fig. 10. Case 3: (a) Perfusion amplitude image and (b) perfusion frequency
image obtained from an analysis without using cardiac information. Compared
with the amplitude image in Fig. 9(a), this amplitude image (a) is rather noisy in
the no-perfusion and reduced perfusion areas. The no-perfusion area of the lat-
eral recess in the left lung is not so visible as that in Fig. 9(a). The no-perfusion
and reduced perfusion areas in the perfusion frequency image (b) are also noisy.
longer (over 20 minutes) and it is not readily available in any
hospital. The CT study uses high amount of contrast media and
has side effects. Furthermore, CT is expensive and cannot be
used for all patients (e.g., anxiety and contrast media reactions).

This performance of our computer analysis method is the con-
sequence of the idea of reducing the number of free perfusion
model parameters (see Section 1V), which makes the optimiza-
tion process not only fast but also robust in computation. For
comparison, we have performed a test on Case 3 without con-
straining uptime and downtime with the cardiac information. It
takes about 10 times longer and the results are rather sensitive to
noise, specially in the no-perfusion and reduced perfusion areas
as shown in Fig. 10. Perfusion analysis is to show pulmonary
perfusion abnormalities (i.e., no-perfusion and reduced perfu-
sion). Inareduced perfusion area, the signal component with the
pulse frequency is weak, while, in a no-perfusion area, its obser-
vation has no such a component. When the uptime and down-
time are constrained, the extraction process will only search for
the component with the pulse frequency in the observation, con-
sequently, it will be able to quickly and robustly give a small
value or zero to the amplitude parameter in the reduced perfu-
sion area or no-perfusion area without being disturbed by noise.

VIl. Conclusion

We have extended our method for ventilation analysis to pul-
monary perfusion analysis. According to perfusion properties,
we have assigned new medical meanings to our model parame-
ters in order to form a perfusion model and truncated the pyra-
mid structure so as to avoid perfusion artifacts.

Three clinical cases have been used to illustrate the effects of
contrast media. To enable comparison with computed tomogra-
phy (CT) and nuclear medicine (NM) studies, perfusion abnor-

mal findings are classified into three types. The clinical eval-
uation has shown that our computer analysis method is effec-
tive for pulmonary embolism even without using contrast media,
demonstrating consistent correlations with CT and NM studies.
This performance is the consequence of the idea that the cardiac
information recorded in the perfusion image sequence may be
utilized to accelerate pulmonary perfusion analysis and improve
its sensitivity in detecting pulmonary embolism. In doing so, a
simple yet accurate approach has been introduced to extract car-
diac systolic and diastolic phases from the heart for constrain-
ing the optimization processes. This idea has not only made
perfusion analysis fast but also robust; consequently, perfusion
analysis becomes feasible without using contrast media.

References

[1] D. H. Ballard. Hierarchic Recognition of Tumors in Chest Radiographs
with Computer. Basel, 1976.

[2] H. C. Becker, et. al. Digital computer determination of a medical diag-
nostic index directly from chest X-ray images. |EEE Trans. Biomed. Eng.,
11:67-72, 1964.

[3] Y. P. Chien and K.-S. Fu. Recognition of X-ray picture patterns. 1EEE
Transactions on Systems, Man, and Cybernetics, 4(2):145-156, 1974.

[4] M. L. Giger, et. al. An “intelligent” workstation for computer-aided diag-
nosis. RadioGraphics, 13:647-656, 1993.

[5] A. Kiuru, E. Svedstrom, and I. Kuuluvainen. Dynamic imaging of pul-
monary ventilation: Description of a novel digital fluoroscopic system.
Acta Radiologica, 32:114-119, 1991.

[6] A. Kiuru, E. Svedstrom, J. Méki, and K. Kérpijoki. Dynamic pulmonary
ventilation imaging: Clinical usage with Windows interface. In CAR 96:
Computer Assisted Radiology, pages 179-184, 1996.

[7] K. Levenberg. A method for the solution of certain problems in least
squares. Quart. Appl. Math., 2:164-168, 1944.

[8] J. Liang. Dynamic Chest Image Analysis. Turku Centre for Computer
Science, Turku, Finland, December 2000. [TUCS Dissertation No. 31].

[9] J. Liang, A. Haapanen, T. Jarvi, A. Kiuru, M. Kormano, E. Svedstrom,
and R. Virkki. Dynamic chest image analysis: Model-based pulmonary
perfusion analysis with pyramid images. In E. A. Hoffman, editor, Medical
Imaging 1998: Physiology and Function from Multidimensional Images,
pages 63-72, San Diego, CA, 1998.

[10] J. Liang, T. Jarvi, A. Kiuru, M. Kormano, E. Svedstrdm, and R. Virkki.
Dynamic chest image analysis: Model-based ventilation study with pyra-
mid images. In E. A. Hoffman, editor, Medical Imaging 1997: Physiol-
ogy and Function from Multidimensional Images, pages 81-92, Newport
Beach, CA, 1997.

[11] J. Liang, T. Mclnerney, and D. Terzopoulos. Interactive medical image
segmentation with united snakes. In Proc. Second International Conf. on
Medical Image Computing and Computer-Assisted Intervention (MICCAI
99), pages 116-127, Cambridge, England, September 1999. Springer.

[12] J. Liang, T. Mclnerney, and D. Terzopoulos. United snakes. In Proc.
Seventh International Conf. on Computer Vision (ICCV’'99), pages 933—
940, Kerkyra (Corfu), Greece, September 1999. IEEE Computer Society
Press.

[13] J. Liang, R. Virkki, T. Jérvi, A. Kiuru, M. Kormano, and E. Svedstrom.
Dynamic chest image analysis: Evaluation of model-based ventilation
study with pyramid images. In R. Zurawski and Z.-Q. Liu, editors, IEEE
First International Conference on Intelligent Processing Systems, pages
989-993, Beijing, China, 1997.

[14] D. W. Marquardt. An algorithm for least-squares estimation of nonlinear
parameters. SAM J. Appl. Math., 11:431-441, 1963.

[15] P.H.Myers, C. M. Nice, H. C. Becker, W. J. Nettleton, J. W. Sweeney, and
G. R. Mechstroth. Automated computer analysis of radiographic images.
Radiology, 83:1029-1033, 1964.

[16] L. E. Scales. Introduction to Non-Linear Optimization. Macmillan Pub-
lishers Ltd, 1985.

[17] E.Svedstrom. Dynamic Pulmonary Imaging: Development and evaluation
of a new technique with a special reference to pediatric ventilation studies.
Turku University, March 1992. [Academic Dissertation Med.-Odont. 89].

[18] E. Svedstrém, A. Kiuru, and H. J. Puhakka. Dynamic imaging of pul-
monary ventilation using digital subtraction radiography. Acta Radiolog-
ica (Diagn), 31:53-58, 1990.



	Main Menu
	-------------------------
	Welcome Letter
	Chairman Address
	Keynote Lecture
	Plenary Talks
	Mini Symposia
	Workshops
	Theme Index
	1.Cardiovascular Systems and Engineering 
	1.1.Cardiac Electrophysiology and Mechanics 
	1.1.1 Cardiac Cellular Electrophysiology
	1.1.2 Cardiac Electrophysiology 
	1.1.3 Electrical Interactions Between Purkinje and Ventricular Cells 
	1.1.4 Arrhythmogenesis and Spiral Waves 

	1.2. Cardiac and Vascular Biomechanics 
	1.2.1 Blood Flow and Material Interactions 
	1.2.2.Cardiac Mechanics 
	1.2.3 Vascular Flow 
	1.2.4 Cardiac Mechanics/Cardiovascular Systems 
	1.2.5 Hemodynamics and Vascular Mechanics 
	1.2.6 Hemodynamic Modeling and Measurement Techniques 
	1.2.7 Modeling of Cerebrovascular Dynamics 
	1.2.8 Cerebrovascular Dynamics 

	1.3 Cardiac Activation 
	1.3.1 Optical Potential Mapping in the Heart 
	1.3.2 Mapping and Arrhythmias  
	1.3.3 Propagation of Electrical Activity in Cardiac Tissue 
	1.3.4 Forward-Inverse Problems in ECG and MCG 
	1.3.5 Electrocardiology 
	1.3.6 Electrophysiology and Ablation 

	1.4 Pulmonary System Analysis and Critical Care Medicine 
	1.4.1 Cardiopulmonary Modeling 
	1.4.2 Pulmonary and Cardiovascular Clinical Systems 
	1.4.3 Mechanical Circulatory Support 
	1.4.4 Cardiopulmonary Bypass/Extracorporeal Circulation 

	1.5 Modeling and Control of Cardiovascular and Pulmonary Systems 
	1.5.1 Heart Rate Variability I: Modeling and Clinical Aspects 
	1.5.2 Heart Rate Variability II: Nonlinear processing 
	1.5.3 Neural Control of the Cardiovascular System II 
	1.5.4 Heart Rate Variability 
	1.5.5 Neural Control of the Cardiovascular System I 


	2. Neural Systems and Engineering 
	2.1 Neural Imaging and Sensing  
	2.1.1 Brain Imaging 
	2.1.2 EEG/MEG processing

	2.2 Neural Computation: Artificial and Biological 
	2.2.1 Neural Computational Modeling Closely Based on Anatomy and Physiology 
	2.2.2 Neural Computation 

	2.3 Neural Interfacing 
	2.3.1 Neural Recording 
	2.3.2 Cultured neurons: activity patterns, adhesion & survival 
	2.3.3 Neuro-technology 

	2.4 Neural Systems: Analysis and Control 
	2.4.1 Neural Mechanisms of Visual Selection 
	2.4.2 Models of Dynamic Neural Systems 
	2.4.3 Sensory Motor Mapping 
	2.4.4 Sensory Motor Control Systems 

	2.5 Neuro-electromagnetism 
	2.5.1 Magnetic Stimulation 
	2.5.2 Neural Signals Source Localization 

	2.6 Clinical Neural Engineering 
	2.6.1 Detection and mechanisms of epileptic activity 
	2.6.2 Diagnostic Tools 

	2.7 Neuro-electrophysiology 
	2.7.1 Neural Source Mapping 
	2.7.2 Neuro-Electrophysiology 
	2.7.3 Brain Mapping 


	3. Neuromuscular Systems and Rehabilitation Engineering 
	3.1 EMG 
	3.1.1 EMG modeling 
	3.1.2 Estimation of Muscle Fiber Conduction velocity 
	3.1.3 Clinical Applications of EMG 
	3.1.4 Analysis and Interpretation of EMG 

	3. 2 Posture and Gait 
	3.2.1 Posture and Gait

	3.3.Central Control of Movement 
	3.3.1 Central Control of movement 

	3.4 Peripheral Neuromuscular Mechanisms 
	3.4.1 Peripheral Neuromuscular Mechanisms II
	3.4.2 Peripheral Neuromuscular Mechanisms I 

	3.5 Functional Electrical Stimulation 
	3.5.1 Functional Electrical Stimulation 

	3.6 Assistive Devices, Implants, and Prosthetics 
	3.6.1 Assistive Devices, Implants and Prosthetics  

	3.7 Sensory Rehabilitation 
	3.7.1 Sensory Systems and Rehabilitation:Hearing & Speech 
	3.7.2 Sensory Systems and Rehabilitation  

	3.8 Orthopedic Biomechanics 
	3.8.1 Orthopedic Biomechanics 


	4. Biomedical Signal and System Analysis 
	4.1 Nonlinear Dynamical Analysis of Biosignals: Fractal and Chaos 
	4.1.1 Nonlinear Dynamical Analysis of Biosignals I 
	4.1.2 Nonlinear Dynamical Analysis of Biosignals II 

	4.2 Intelligent Analysis of Biosignals 
	4.2.1 Neural Networks and Adaptive Systems in Biosignal Analysis 
	4.2.2 Fuzzy and Knowledge-Based Systems in Biosignal Analysis 
	4.2.3 Intelligent Systems in Speech Analysis 
	4.2.4 Knowledge-Based and Neural Network Approaches to Biosignal Analysis 
	4.2.5 Neural Network Approaches to Biosignal Analysis 
	4.2.6 Hybrid Systems in Biosignal Analysis 
	4.2.7 Intelligent Systems in ECG Analysis 
	4.2.8 Intelligent Systems in EEG Analysis 

	4.3 Analysis of Nonstationary Biosignals 
	4.3.1 Analysis of Nonstationary Biosignals:EEG Applications II 
	4.3.2 Analysis of Nonstationary Biosignals:EEG Applications I
	4.3.3 Analysis of Nonstationary Biosignals:ECG-EMG Applications I 
	4.3.4 Analysis of Nonstationary Biosignals:Acoustics Applications I 
	4.3.5 Analysis of Nonstationary Biosignals:ECG-EMG Applications II 
	4.3.6 Analysis of Nonstationary Biosignals:Acoustics Applications II 

	4.4 Statistical Analysis of Biosignals 
	4.4.1 Statistical Parameter Estimation and Information Measures of Biosignals 
	4.4.2 Detection and Classification Algorithms of Biosignals I 
	4.4.3 Special Session: Component Analysis in Biosignals 
	4.4.4 Detection and Classification Algorithms of Biosignals II 

	4.5 Mathematical Modeling of Biosignals and Biosystems 
	4.5.1 Physiological Models 
	4.5.2 Evoked Potential Signal Analysis 
	4.5.3 Auditory System Modelling 
	4.5.4 Cardiovascular Signal Analysis 

	4.6 Other Methods for Biosignal Analysis 
	4.6.1 Other Methods for Biosignal Analysis 


	5. Medical and Cellular Imaging and Systems 
	5.1 Nuclear Medicine and Imaging 
	5.1.1 Image Reconstruction and Processing 
	5.1.2 Magnetic Resonance Imaging 
	5.1.3 Imaging Systems and Applications 

	5.2 Image Compression, Fusion, and Registration 
	5.2.1 Imaging Compression 
	5.2.2 Image Filtering and Enhancement 
	5.2.3 Imaging Registration 

	5.3 Image Guided Surgery 
	5.3.1 Image-Guided Surgery 

	5.4 Image Segmentation/Quantitative Analysis 
	5.4.1 Image Analysis and Processing I 
	5.4.2 Image Segmentation 
	5.4.3 Image Analysis and Processing II 

	5.5 Infrared Imaging 
	5.5.1 Clinical Applications of IR Imaging I 
	5.5.2 Clinical Applications of IR Imaging II 
	5.5.3 IR Imaging Techniques 


	6. Molecular, Cellular and Tissue Engineering 
	6.1 Molecular and Genomic Engineering 
	6.1.1 Genomic Engineering: 1 
	6.1.2 Genomic Engineering II 

	6.2 Cell Engineering and Mechanics 
	6.2.1 Cell Engineering

	6.3 Tissue Engineering 
	6.3.1 Tissue Engineering 

	6.4. Biomaterials 
	6.4.1 Biomaterials 


	7. Biomedical Sensors and Instrumentation 
	7.1 Biomedical Sensors 
	7.1.1 Optical Biomedical Sensors 
	7.1.2 Algorithms for Biomedical Sensors 
	7.1.3 Electro-physiological Sensors 
	7.1.4 General Biomedical Sensors 
	7.1.5 Advances in Biomedical Sensors 

	7.2 Biomedical Actuators 
	7.2.1 Biomedical Actuators 

	7.3 Biomedical Instrumentation 
	7.3.1 Biomedical Instrumentation 
	7.3.2 Non-Invasive Medical Instrumentation I 
	7.3.3 Non-Invasive Medical Instrumentation II 

	7.4 Data Acquisition and Measurement 
	7.4.1 Physiological Data Acquisition 
	7.4.2 Physiological Data Acquisition Using Imaging Technology 
	7.4.3 ECG & Cardiovascular Data Acquisition 
	7.4.4 Bioimpedance 

	7.5 Nano Technology 
	7.5.1 Nanotechnology 

	7.6 Robotics and Mechatronics 
	7.6.1 Robotics and Mechatronics 


	8. Biomedical Information Engineering 
	8.1 Telemedicine and Telehealth System 
	8.1.1 Telemedicine Systems and Telecardiology 
	8.1.2 Mobile Health Systems 
	8.1.3 Medical Data Compression and Authentication 
	8.1.4 Telehealth and Homecare 
	8.1.5 Telehealth and WAP-based Systems 
	8.1.6 Telemedicine and Telehealth 

	8.2 Information Systems 
	8.2.1 Information Systems I
	8.2.2 Information Systems II 

	8.3 Virtual and Augmented Reality 
	8.3.1 Virtual and Augmented Reality I 
	8.3.2 Virtual and Augmented Reality II 

	8.4 Knowledge Based Systems 
	8.4.1 Knowledge Based Systems I 
	8.4.2 Knowledge Based Systems II 


	9. Health Care Technology and Biomedical Education 
	9.1 Emerging Technologies for Health Care Delivery 
	9.1.1 Emerging Technologies for Health Care Delivery 

	9.2 Clinical Engineering 
	9.2.1 Technology in Clinical Engineering 

	9.3 Critical Care and Intelligent Monitoring Systems 
	9.3.1 Critical Care and Intelligent Monitoring Systems 

	9.4 Ethics, Standardization and Safety 
	9.4.1 Ethics, Standardization and Safety 

	9.5 Internet Learning and Distance Learning 
	9.5.1 Technology in Biomedical Engineering Education and Training 
	9.5.2 Computer Tools Developed by Integrating Research and Education 


	10. Symposia and Plenaries 
	10.1 Opening Ceremonies 
	10.1.1 Keynote Lecture 

	10.2 Plenary Lectures 
	10.2.1 Molecular Imaging with Optical, Magnetic Resonance, and 
	10.2.2 Microbioengineering: Microbe Capture and Detection 
	10.2.3 Advanced distributed learning, Broadband Internet, and Medical Education 
	10.2.4 Cardiac and Arterial Contribution to Blood Pressure 
	10.2.5 Hepatic Tissue Engineering 
	10.2.6 High Throughput Challenges in Molecular Cell Biology: The CELL MAP

	10.3 Minisymposia 
	10.3.1 Modeling as a Tool in Neuromuscular and Rehabilitation 
	10.3.2 Nanotechnology in Biomedicine 
	10.3.3 Functional Imaging 
	10.3.4 Neural Network Dynamics 
	10.3.5 Bioinformatics 
	10.3.6 Promises and Pitfalls of Biosignal Analysis: Seizure Prediction and Management 



	Author Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	Ö
	P
	Q
	R
	S
	T
	U
	Ü
	V
	W
	X
	Y
	Z

	Keyword Index
	-
	¦ 
	1
	2
	3
	4
	9
	A
	B
	C
	D
	E
	F
	G
	H
	I
	i
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Committees
	Sponsors
	CD-Rom Help
	-------------------------
	Return
	Previous Page
	Next Page
	Previous View
	Next View
	Print
	-------------------------
	Query
	Query Results
	-------------------------
	Exit CD-Rom


